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Ubersicht

o Was ist generative KI?

e Welche Arten von generativen Modellen gibt es?
o Generative Adversarial Networks (GANS)

o Autoencoder
o Stable Diffusion

e Bezug zu Encoding und Decoding
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Generative Adversarial Networks (GANS)

e Ein maschinelles Lernmodell mit zwei konkurrierenden
Netzwerken:
o Generator

o Diskriminator
o Entwickelt von lan Goodfellow et al. (NeurlPS2014)

e Anwendung: Bildgenerierung, Stiltransfer,
Datenaugmentation, u.v.m.
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https://papers.nips.cc/paper_files/paper/2014/file/5ca3e9b122f61f8f06494c97b1afccf3-Paper.pdf

Grundidee: Generator vs. Diskriminator

1. Generator

o Ziel: Realistisch aussehende Daten erzeugen.
o Erzeugt zufallige Daten zu Beginn.

o Lernt, echte Daten zu imitieren.
2. Diskriminator

o Ziel: Zwischen echten und generierten Daten
unterscheiden.

o Pruft die Arbeit des Generators.

o Lernt, echte Daten von generierten zu unterscheiden.
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Spiel zwischen Generator und Diskriminator

e Generator: Tauscht den Diskriminator mit besseren
Falschungen.

e Diskriminator: Lernt, die TAuschungen zu erkennen.
Ergebnis: Beide Netzwerke verbessern sich stetig.

Ziel: Der Generator erzeugt Daten, die ununterscheidbar
von echten Daten sind.
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Beispiel mit lllustration

Er‘?

Generator
Model Generated (Fake) Data

Discriminator
Real or Fake?

Real (Training) Data

Quelle: Gentle Intro to Generative Adversarial Networks -
Part 1 (GANs) by WelcomeAlOverlords (YouTube)

Prof. Uwe Hahne | Generative KI | DAVT WiSe 25/26


https://www.youtube.com/watch?v=3z8VSpBL6Vg
https://www.youtube.com/watch?v=3z8VSpBL6Vg

Analogie: Klinstler vs. Kritiker 2 9

e Der Generator ist ein Kunstler:
o Versucht, Kunstwerke zu erstellen, die wie echte
aussehen.

e Der Diskriminator ist ein Kunstkritiker:
o Erkennt echte Kunstwerke und entlarvt Falschungen.

Training:

e Der Kunstler wird immer besser, bis seine Werke nicht mehr
von echten zu unterscheiden sind.

Prof. Uwe Hahne | Generative KI | DAVT WiSe 25/26



Ende des Trainings

e Der Diskriminator kann nur noch zufallig zwischen echten
und generierten Daten unterscheiden (50 % Genauigkeit).

e Die vom Generator erzeugten Daten sind nahezu perfekt.

e Es kann sehr lange dauern und es hangt stark von den
Trainingsdaten ab.
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Arithmetik

man man woman
with glasses without glasses without glasses

woman with glasses

® Quelle: Unsupervised Representation Learning with Deep Convolutional
Generative Adversarial Networks, Alec Radford, Luke Metz, Soumith Chintala,

ICLR 2016 pdf
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https://arxiv.org/pdf/1511.06434

Varianten

o StyleGAN, StyleGAN2 Demo
e CycleGAN

e 3D GANs

e Audio GAN
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https://github.com/NVlabs/stylegan
https://thispersondoesnotexist.com/
https://junyanz.github.io/CycleGAN/
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A Style-Based Generator Architecture for Generative Adversarial Networks, Tero Karras

(NVIDIA), Samuli Laine (NVIDIA), Timo Aila (NVIDIA), CVPR 2019
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CycleGAN
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Photograph Van Gogh ‘ Cezanne

Unpaired Image-to-Image Translation using Cycle-Consistent Adversarial Networks,

Jun-Yan Zhu, Taesung Park, Phillip Isola, Alexei A. Efros, ICCV 2017

Prof. Uwe Hahne | Generative KI | DAVT WiSe 25/26

12



Ein Hinweis zu CycleGAN
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(a) A translation removing tumors (b) A translation adding tumors

"CycleGAN should only be used with great care and
calibration in domains where critical decisions are to be
taken based on its output.”

Quelle: CycleGAN Projektseite
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https://junyanz.github.io/CycleGAN/

3D GANSs

o |dee: Bilder aus mehreren Perspektiven des selben Objekts
erzeugen und dann 3D Rekonstruktion anwenden

e Stand der Technik 2021 mit Video

e Nachteil: Training extrem aufwendig
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https://nvlabs.github.io/eg3d/

3D GANSs (Voxel-basiert)

Learning a Probabilistic Latent Space of Object Shapes
via 3D Generative-Adversarial Modeling
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Figure 1: The generator of 3D Generative Adversarial Networks (3D-GAN)
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Figure 2: Shapes synthesized by 3D-GAN

Learning a Probabilistic Latent Space of Object Shapes via 3D Generative-Adversarial

Modeling, Jiajun Wu, Chengkai Zhang, Tianfan Xue, William T. Freeman, and Joshua B.

Tenenbaum, NeurlPS 2016
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http://3dgan.csail.mit.edu/
http://3dgan.csail.mit.edu/

Audio GANSs (friherer Ansatz)

Mel Spectrogram
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Quelle: Understanding the Mel Spectrogram by Leland Roberts
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https://medium.com/analytics-vidhya/understanding-the-mel-spectrogram-fca2afa2ce53

AudioGANSs (Beispiele)
Stand der Technik 2021 mit Horbeispielen:

Unofficial Parallel WaveGAN implementation demo
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https://kan-bayashi.github.io/ParallelWaveGAN/

Autoencoder (AE)

Input Output

N

Quelle: Autoencoders | Deep Learning Animated by Deepia
(Thibaut Modrzyk)

Neuronales Netzwerk, das Eingabedaten in eine
niedrigdimensionale Darstellung (Encoding) komprimiert und
dann die Originaldaten aus dieser Darstellung rekonstruiert
(Decoding).
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https://www.youtube.com/watch?v=hZ4a4NgM3u0&list=PLmkOM-kwIYM72cGYD2ofVIrp6xoe9LVps&index=3
https://www.youtube.com/watch?v=hZ4a4NgM3u0&list=PLmkOM-kwIYM72cGYD2ofVIrp6xoe9LVps&index=3

Autoencoder (AE): Aufbau

Decoder

Quelle: Autoencoders | Deep Learning Animated by Deepia
(Thibaut Modrzyk)

Besteht aus einem Encoder- und einem Decoder-Netzwerk.
Dazwischen liegt der sogenannte "Bottleneck”, der die
komprimierte Reprasentation enthalt.
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https://www.youtube.com/watch?v=hZ4a4NgM3u0&list=PLmkOM-kwIYM72cGYD2ofVIrp6xoe9LVps&index=3
https://www.youtube.com/watch?v=hZ4a4NgM3u0&list=PLmkOM-kwIYM72cGYD2ofVIrp6xoe9LVps&index=3

Autoencoder (AE): Latent Space

Latent vector

78
82
4
Quelle: Autoencoders | Deep Learning Animated by Deepia
(Thibaut Modrzyk)

Im Bottleneck befindet sich der "Latent Space”, eine
niedrigdimensionale Darstellung der Eingabedaten. Diese
Reprasentation kann fur verschiedene Aufgaben genutzt werden,
z.B. Datenkompression oder Generierung neuer Daten.
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https://www.youtube.com/watch?v=hZ4a4NgM3u0&list=PLmkOM-kwIYM72cGYD2ofVIrp6xoe9LVps&index=3
https://www.youtube.com/watch?v=hZ4a4NgM3u0&list=PLmkOM-kwIYM72cGYD2ofVIrp6xoe9LVps&index=3

Bildgenerierung mit (Variational) Autoencoder
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Quelle: Train Variational Autoencoder (VAE) to Generate Images

- MATLAB & Simulink
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https://de.mathworks.com/help/deeplearning/ug/train-a-variational-autoencoder-vae-to-generate-images.html
https://de.mathworks.com/help/deeplearning/ug/train-a-variational-autoencoder-vae-to-generate-images.html

Stable Diffusion: Ein neuer Ansatz

e Diffusionsmodell:
o Bilder werden schrittweise aus Rauschen

rekonstruiert.
o Training: Das Modell lernt, den Rauschprozess
umzukehren.
e Erfunden in Munchen: High-Resolution Image Synthesis

with Latent Diffusion Models, Robin Rombach, Andreas
Blattmann, Dominik Lorenz, Patrick Esser, Bjorn Ommer,

CVPR 2022 (Details)
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https://en.wikipedia.org/wiki/Stable_Diffusion#Development

Stable Diffusion im Detail
Die folgenden Bilder stammen aus dem Artikel:

The lllustrated Stable Diffusion by Jay Alammar

Zum besseren Verstandnis zuhause durchgehen und/oder das
Video dazu anschauen.
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https://jalammar.github.io/illustrated-stable-diffusion/

SD: Aufbau

paradise
cosmic

beach

Quelle: The lllustrated Stable Diffusion by Jay Alammar
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https://jalammar.github.io/illustrated-stable-diffusion/

SD: Architektur

Stable Diffusion

Text Imagg
Information
Encoder

(CLIPText) Creator
(UNet + Scheduler)

Quelle: The lllustrated Stable Diffusion by Jay Alammar
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https://jalammar.github.io/illustrated-stable-diffusion/

SD: Diffusionsprozess

Stable Diffusion

paradise

cosmic
beach Encoder

(CLIPText)

-?? tokens .
Image Information Creator

(UNet + Scheduler)

Random image
information tensor

Processed image
information tensor

Image

Decoder
(Autoencoder
decoder)

Quelle: The lllustrated Stable Diffusion by Jay Alammar

Prof. Uwe Hahne | Generative KI | DAVT WiSe 25/26

Generated
image

26


https://jalammar.github.io/illustrated-stable-diffusion/

SD: Diffusion: Rauschprozess umkehren

Steps: 1 Steps: 2 Steps: 3 Steps: 5 Steps: 8

Steps: 10 Steps: 15 Steps: 20 Steps: 30 Steps: 40

Quelle: Benlisquare - Own work, CC BY-SA 4.0
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https://commons.wikimedia.org/w/index.php?curid=124800742

SD: Einsatz von Autoencodern

Original Generated
image image

Quelle: The lllustrated Stable Diffusion by Jay Alammar
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https://jalammar.github.io/illustrated-stable-diffusion/

Vorteile von Stable Diffusion

o Stabilitat: Robusteres Training im Vergleich zu GANSs.

o Effizienz: Reduzierte Ressourcenanforderungen durch
optimierte Architektur.

o Kontrollierbarkeit: Ermdglicht gezielte Generierung (z. B.
Text-zu-Bild).
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Stable Diffusion (v1.5 from 2022)

Prompt: "frog with melon hat"

Stable Diffusion 1.5 at huggingface
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https://huggingface.co/stable-diffusion-v1-5/stable-diffusion-v1-5

Flow matching statt Diffusion

o Neuere Modelle (2024/2025) verwenden Flow Matching
anstelle von Diffusion.

e Anstatt beim Training Rauschen schrittweise hinzuzuflgen,
wird ein direkter Pfad zwischen Rauschen und Daten
gelernt - es wird also kein Rauschprozess simuliert,

sondern ein Fluss zwischen den beiden Zustanden
modelliert.

o Gute, genauere Erklarung in Flow-Matching vs Diffusion

Models explained side by side by Al Coffee Break with
Letitia.
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https://www.youtube.com/watch?v=firXjwZ_6KI
https://www.youtube.com/watch?v=firXjwZ_6KI

Stable Diffusion (v3.5 from 2024)

! Prompt: "frog with melon hat"

StabilityAl Stable Diffusion 3.5 large
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https://huggingface.co/stabilityai/stable-diffusion-3.5-large

FLUX. [dev] (2025)

Prompt: "frog with melon hat"

Black Forest Labs (Gegrindet von den ex-StabilityAl
Mitarbeitern Rombach, Blattmann und Esser)
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https://bfl.ai/models/flux-pro#get-flux

Flux.2 [max] (2026)

with melon hat"
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Stable Diffusion steuern (ControlNet)

annotation ,
—_—
(openpose |
keypoint
detection) Stable

Diffusion
ControlNet

Input “full-body, a young female, highlights in hair, I
dancing outside a restaurant, brown eyes, wearing
prompt jeans”

Bildguelle: ControlNet: A Complete Guide, Updated July 7, 2024,
By Andrew
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https://stable-diffusion-art.com/controlnet/
https://stable-diffusion-art.com/controlnet/

Text zu 3D

e Stand der Technik 2021 mit Video

e Stand der Technik 2024: Sora von OpenAl, veo 2 von
Google

e Stand der Technik 2025: Sora2 von OpenAl, veo3 von
Google
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https://dreamfusion3d.github.io/
https://en.wikipedia.org/wiki/Sora_(text-to-video_model)
https://en.wikipedia.org/wiki/Veo_(text-to-video_model)
https://en.wikipedia.org/wiki/Veo_(text-to-video_model)
https://openai.com/de-DE/index/sora-2/
https://deepmind.google/models/veo/
https://deepmind.google/models/veo/

GANSs vs. Stable Diffusion

Beide sind generative Modelle, aber mit unterschiedlichen
Ansatzen.

Ziel: Realistische Daten, wie Bilder oder Texte, erzeugen.

Unterschiedliche Prinzipien:
o GANSs: Wettbewerb zwischen Generator und
Diskriminator.

o Stable Diffusion: lterative Umkehr eines
Rauschprozesses.

e Beide verwenden Autoencoder-Konzepte (GANSs lassen
sich mit Autoencodern kombinieren).
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The future: Frame generation

NEW

DLSS Multi Frame Generation

Multiplies performance by generating multiple frames

NVIDIA DLSS4, video
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https://www.nvidia.com/en-us/geforce/news/dlss4-multi-frame-generation-ai-innovations/
https://www.youtube.com/watch?v=qQn3bsPNTyI&list=PLY8Upfcg86WQ5OtjhHkPchJdZbE1xbxnV&index=36&pp=gAQBiAQB
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