
Learning Paradigms (learning a new language) 

 

Supervised learning:  

Supervised learning= überwachtes Lernen.  

In dieser Form des lernens werden Ein- und Ausgabe Paare verwendet. Beispielsweise ein 
spanischer Satz und seine dazugehörige deutsche Übersetzung. Die lernende Person bekommt 
sofort Feedback, ob der Satz richtig oder falsch ist. Aufgrund der sofortigen Rückmeldungen 
können daraus Muster erkannt und Regeln abgeleitet werden. 

 

Anhand des Beispielt erklärt: Eine App zum Sprachen lernen zeigt einen spanischen Satz und die 
dazugehörige deutsche Übersetzung an- spanisch: „IA significa inteligencia.“ -> deutsch: „KI 
bedeutet künstliche Intiligenz.“ Die lerndende Person sieht sich die Beispielsätze an und gibt auf 
Nachfrage die gelernte Übersetzung an. Im Falle eines Fehlers zeigt die App sofort die verbesserte 
Überzetzung an und hebt den Fehler hervor. Gleichzeitig wird aber auch das richtige Übersezten 
durch kommentiert. Durch die kombination aus Beispiel und Feedback lernt die Person 
grammatikalische Strukturen, Reglen und Wortbedeutungen.  

Durch Übung kann die lernende Person auch neue, bisher noch nicht gesehene Sätze verstehen, da 
sie die gelernten Muster und Reglen, ähnlich wie ein neuronales Netzwerk, anwednen kann. 

Diese Art des lernens ist sehr abhängig von externem Feedback, aber ist jedoch eine gute Methode 
zum Aufbau von einem soliden Grundkentniss an Grammatik. Supervised learning ist eine gute 
Annäherung an das menschliche Lernen, das besonders in Verbindung mit lernen von Grammatik 
und Vokabeln gebracht werden kann. Jedoch ist das menschliche lernnen vielschichtgiger als 
maschienelles lernen und beruht nicht nur auf Daten und Feedback  

 

Unsupervised learning:  

Unsupervised learning= unüberwachtes Lernen. Beim unüberwachtem Lernen wird der Person 
weder Rückmeldungen, noch vorgegbene Übersetzungen gestellt. Diese Art des Lernens baut 
darauf auf, dass die Person mit vielen Beispielen der zu lernenden Sprache konfrontiert wird und 
daraus selbstständig versucht, Muster, Strukturen und Bedeutungen zu erkennen, ohne dass ihr 
jemand sagt, ob ihre Interpretation richtig oder falsch ist.   

Erklärung durch ein Beispiel: Eine Person schaut sich häufig Serien auf spanisch an, hört spanische 
Potcasts und liest spanische Bücher, ohne dass jedes einzelne Wort erklärt wird. Nach und nach 
erkennt sie wiederkehrende einzelne Wörter und ganze Strukturen. Beispielsweise wird ihr dadurch 
klar, dass spanische Verben abhängig von ihrer Endung konjungiert werden, da sie sich 



dementsprechend meist ähnlich anhören, oder dass Verschiedene Worte immer in gleichem oder 
ähnlichem Kontext vorkommen.  

Diese Art des lernens gleicht der Funktionsweise der Clustering- Algorithmen, also das auf 
Ähnlichkeit basierende Einteilen in Gruppen (Cluster).  Es werden somit keine vordefinierten 
Kategorien benötigt, sondern es werden von selbst Gruppierungen erkannt.  

Unsupervised learning führt nicht immer zu einem korrekten grammatikalischen Vertsändnis und 
ist ein langer Prozess. Außerdem setzt es Vorraus, dass sprachliche Grundkenntnisse bestehend 
sind, auf denen durch die ntürliche Sprachumgebung aufgebaut werden kann. Im theoretischen 
Sinn (maschinelles Lernen) werden keine Vorinformationen benötiogt- der Algorithmus erkennt 
selbständig Muster in rohen Daten. 

 So gesehen lässt sich das Paradigma also schwer auf das menschliche Lernen anwenden und 
erfolgt eher als zweite Phase, nachdem supervised learning schon erfolgt ist.  

 

 

 


