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Wie genau funktioniert ein LLM?
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Was ist NLP/LLM/GPT?

• NLP = Natural Language Processing
• Alles, was Computer mit Sprache machen können

• LLM = Large Language Model
• KI-Systeme, die menschliche Sprache verstehen und generieren können

• GPT = Generative Pre-trained Transformer
•  ein Typ von LLM, dass sich auf Sprachgenerierung fokussiert
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Generative Pre-trained

• Erzeugt eigenständig Text durch Vorhersage des nächsten Tokens
• Das Modell wurde vorab auf riesigen Textmengen trainiert
• Pre-Training besteht aus:

• Milliarden Tokens aus Büchern, Websites, Artikeln usw.

• Beispiel:
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Parameter Übersicht für Chat-GPT
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Transformer

Embedding

Attention

Multi Layer Perceptons

Unembedding
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Transformer

• Input wird in mehrere Tokens aufgeteilt
• Embedding: Umwandlung von Tokens in numerische Vektoren
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Transformer

• Vektoren tauschen Informationen aus und aktualisieren ihre Werte
•  -> genaue Definition des Tokens wird erkannt

• Bedeutung der Tokens werden dann durch MLPs verfeinert durch 
nicht lineare Transformationen

• Nach mehreren Durchläufen  entsteht ein finaler kontextreicher 
Vektor 
• -> anhand diesem wird das nachfolgende Wort vorhergesagt

• Rückumwandlung von Vektoren zu Tokens zu Sätzen
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Übersetzung in andere Sprachen

• Übersetzung findet nicht in Wörterbuchübersetzungen oder festen 
Regeln statt

• Nach Kontextualisierung werden die Tokens in ihrer Zielsprache 
neuformuliert

• Kurz: erst Bedeutung verstehen, dann formulieren
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Welche Chatbots gibt es?
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Vergleich
(anhand der gleichen Frage an ChatGPT 5.1)
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Vergleich
(anhand der gleichen Frage an 

verschiedene Chatbots)
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Zukunft/Trends

• Multimodale Modelle
• Text, Bild und Audio

• Persönlichere Chatbots
• Emotionen, Tonfall, Stil

• Spezialisierte Modelle
• In z.B. Medizin, Recht oder Bildung

Athanasios Tsiagkanas - KI in Medienanwendungen 13



Quellen

• https://github.com/steven2358/awesome-generative-ai
• https://github.com/Hannibal046/Awesome-LLM
• https://www.youtube.com/watch?v=wjZofJX0v4M
• https://www.youtube.com/watch?v=RVFj88i63rU&list=PLXV9Vh2jYcjbn

v67sXNDJiO8MWLA3ZJKR&index=4
• https://azure.microsoft.com/de-de/resources/cloud-computing-

dictionary/what-are-large-language-models-llms
• https://de.wikipedia.org/wiki/Generativer_vortrainierter_Transformer
• https://arxiv.org/pdf/2510.10991
• https://arxiv.org/pdf/2203.02155
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